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Regression Model

A multiple linear regression (MLR) model was constructed to
predict the next day’s stock prices using the PCA component scores.

Descriptive regression model as we are looking to the model to see
potentially how other models may perform but not to make
inferences about a population.

Model explains about 26% of variance and fitted values in Figure 3
show directional promise.

Conclusion & Further Research

The modeling process provokes the idea of comparing a MLR
model with a smaller sample window that shifts for each new
observation rather than aggregating all data. Data that is less recent
may punish the model more than it helps improve it as stock prices
can change drastically through larger periods of time.

Future research includes constructing models by using other
machine learning algorithms and evaluating their performance.
Model shows potential promise for more powerful algorithms.

Algorithms such as logistic regression, artificial neural networks,
naïve bayes, and support vector machines will be used to create a
set of models so that they can be compared.
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Principal Component Analysis

As expected from intuition and Figure 1, some emotions tend to be
highly correlated with one another, causing multicollinearity

Multicollinearity reduces the precision of the estimate
coefficients, which can weaken the statistical power of the model..
Multicollinearity was addressed using Principal Component
Analysis (PCA).

PCA reduced the initial number of variables from 20 highly
correlated variables to four independent components through
linear combinations that contain most of the information from the
initial variables.

For the Tesla data, the grouping of variables through PCA resulted
in four components namely; News, Negative Tweets, Positive
Tweets, and Positive News. Figure 2 depicts the breakdown of
variables included in each component.

Abstract

This project represents the first phase of predicting stock market
prices using sentiment analysis of tweets and financial news and
machine learning algorithms.

The project is motivated by the concept that stock prices are driven
by investors’ attitudes and on new information.

Sentiment analysis allows us to quantify the tone or emotion
behind certain pieces of text and media.

The goal is that with sentiment data collected through tweets and
financial news, along with stock prices of several businesses, we can
build a multiple linear regression model in attempt to describe the
data, its potential trends, make price predictions and to give an
idea of how other models may preform.

Data Collection

Stock price data was gathered for several stocks and one stock
index from Yahoo Finance [2]. Figures in this presentation indicate
findings for Tesla’s stock (TSLA). It is important to note that results
and data varies between different stocks.

Tweets were collected through the Twitter API [3] by using a search
query for each stock. Tweets were collected each day and do not
include retweets.

Financial news was collected through Reuters [4] and through
Market Watch [5]. News articles were collected each day.

Exploratory Data Analysis

Tweet and news data were cleaned (removal of links, punctuation,
stop words, etc.) allowing smooth sentiment analysis.

From sentiment analysis, ten emotion variables were created along
with variables indicating mean score per each emotion per days
worth of tweets and news articles.

Figure 1 depicts the mean scores for each emotion for Tesla tweets
and shows how some emotions tend to move together over time.

Based on Figure 1 it appears positive emotions (Joy, Trust, etc.)
may have high correlation with one another, whereas the same
applies for negative emotions (Disgust, Sadness, etc.)
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From Figure 2: 

Component 1 (RC1) is the 
News Component.

Component 2 (RC2) is the 
Negative Tweets 
Component.

Component 3 (RC3) is the 
Positive Tweets Component.

Component 4 (RC4) is the 
Positive News Component.
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